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ABSTRACT

Drug-drug interactions (DDIs) often result in unexpected side effects even death. DDI extraction (DDIE) is an important topic in the field of biomedical relationship extraction and has attracted great attention in natural language processing. The existing methods mainly emphasize the influence of entity, location and other information on DDIE, the maximum pooling of convolutional neural network (CNN) and Recurrent Neural Network results in the loss of feature information, and their extraction performance in long and complex sentences is still unsatisfactory. In this paper, a Gated Recurrent Unit and Capsule Networks (GRUTC) model is constructed for DDIE. Firstly, the original sentence sequence and the shortest dependency path (SDP) sequence are computed from the corpus and are input into two independent bidirectional Gated Recurrent Unit networks (Bi-GRU) to learn its semantic information and context information. Secondly, the extracted feature vectors are concatenated and input to the capsule network. Aiming at the problem of information loss caused by pooling strategy of CNN, the dynamic routing mechanism is employed to dynamically determine the amount of information transferred from low-level capsules to high-level capsules, so as to make full use of the high-level characteristic information and improve the DDIE effect. The experimental results on DDIExtraction2013 corpus show that the proposed method can effectively improve the performance without using any artificial features, and the F1-score is 73.7%, reaching the current advanced level.
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INTRODUCTION

Drug-drug interactions (DDI) are the pharmacological interactions of one drug to another when one patient takes more than one kind of drug simultaneously or at a certain time. DDIs may be strengthened or weakened the treatment effect or may lead to various adverse DDIs (ADDIs), which will bring inevitable harmful consequences to the patient. ADDIs are serious health hazards and sometimes even result in death [1]. It is reported that more than 300,000 deaths are caused by ADDIs per year in the USA and Europe [2]. According to data from Centers for Disease Control and Prevention, the number of ADDIs harm are anywhere from 1.9 to 5 million inpatients per year. Owing to the aging of population taking multiple medications, the ADDI problem likely continues to get worse. As a result, DDIE has been taken seriously by pharmaceutical companies and drug agencies in drug safety and healthcare management. There are some DDI databases such as Drug Bank, PharmGKB and KEGG and a large number of DDI findings reported in unstructured biomedical literature [3,4]. These DDIs can help physicians and pharmacists avoid the common ADDIs, but it is known that clinical studies cannot sufficiently and...
accurately identify DDIs for new drugs before they are available on the market, and the existing public and proprietary sources of DDI information are known to be incomplete and/or inaccurate and so not reliable. Therefore, extracting DDI during drug development can reduce ADDI and development costs and time by rigorously evaluating drug candidates. DDI is a kind of inter-entity relationship extraction task with multi-classification and no distinction of relationship direction.

The study of DDI can provide more in-depth information for the construction and maintenance of biomedical database, and provide more important reference for disease treatment, drug development and life science research [5,6]. Vilar et al. [7] proposed a DDIs prediction method based on the similarity of DDI candidates to drugs involved in established DDIs. The method integrates a reference standard database of known DDIs with drug similarity information extracted from different sources, such as 2D and 3D molecular structures, interaction profiles, targets and side-effect similarities. Mezaade et al. [8] assessed the incidence of ADDIs related to immune thrombocytopenia drugs and compared the incidence of ADDIs depending on the drugs, and evaluated the factors associated to corticosteroids related ADDI occurrence. Kim et al. [9] extracted DDIs from literature using a rich feature-based linear kernel approach, including word features, word pair features, analytic tree features, and noun phrase consistency. To predict side effects of new drugs, Zhang et al. [10] defined a drug-drug similarity for DDIE by exploring linear neighbourhod relationship. They transferred the similarity from the feature space into the side effect space and predicted drug side effects by propagating known side effect information through a similarity-based graph. In the current study, all public available sources of potential DDI information that could be identified using a comprehensive and broad search were combined into a single dataset. The most of traditional DDIE approaches mainly rely on support vector machines (SVM) with a large number of manually defined features, but it is difficult to extract the optimal classification features due to the complexity of NLP.

Recently, deep learning has achieved breakthroughs in modeling complex structures in different NLP tasks, and has been widely used in DDIE. Liu et al. [11] proposed a CNN-based method for DDIE. The experiments conducted on the DDIExtraction2013 challenge corpus demonstrated that CNN is a good choice for DDI extraction. Zhao et al. [12] presented a DDI extraction method based on syntax CNN. In the method, the syntax word embedding, the position and part of speech features are introduced to extend the embedding of each word, and the auto-encoder is introduced to encode the traditional bag-of-words feature as the dense real value vector. The results of the CNN-based methods validate that CNNs have a great potential on DDIE tasks, however attention mechanisms can improve the performance of CNN. It emphasizes the important words in the sentence of a target-entity pair. It can automatically obtain the important feature of each channel by learning and utilize the important feature to enhance the classification ability and suppress the unimportant features to the current tasks. It shows the obvious advantages in DDIE. Asada et al. [13] proposed a DDIE method based on CNN with attention mechanism and evaluated it on the DDIExtraction-2013 task. Zheng et al. [14] proposed an effective approach to classify DDIs from the literature by combining recursive neural network (RNN) and long short-term memory network (LSTM) with attention mechanism. The method performs better with respect to recognizing not only close-range but also long-range patterns among words, especially for long, complex and compound sentences. Quan et al. [15] proposed a multi-channel CNN model to extract multiple semantic representations for DDIE, and the F1-score reached 70.2% on the DDIExtraction2013 corpus. Xu et al. [16] presented a DDIE method through full attention mechanism which can combine the user generated content information with contextual information and conducted a series of experiments on the DDIExtraction2013 dataset to evaluate their method. Yi et al. [17] proposed a RNN model with multiple attention layers for DDIE, and tested the model on the SemEval DDIExtraction2013 dataset. It is reported that the dependency information is useful in NLP task, and has been applied to DDIE. Liu et al. [18] proposed a dependency-based CNN (DCNN) for DDIE and found that the errors from dependency parsers are propagated into DCNN and affect the performance of DCNN.

To reduce error propagation, they designed a simple rule to combine CNN with DCNN to extract DDIs in long distances as most dependency parsers work well for short sentences but bad for long sentences. Zhang et al. [19] presented a DDIE method based on hierarchical recurrent neural networks (RNNs), shortest dependency path (SDP) and sentence sequence for extraction task and introduced the embedding attention mechanism to identify and enhance keywords for the DDIE task. In the method, the sentence sequence is divided into three subsequences, the bottom RNNs model is employed to learn the features of the subsequences and SDP, and the top RNNs model is employed to learn the features of both sentence sequence and SDP.

Gated Recurrent Unit (GRU) is a kind of deep learning using graph theory to learn temporal changes in a sequence, recently has been widely used in NLP [20]. Capsule network can improve the feature representation performance of CNNs and RNNs. It has achieved good results in the image field and the task of natural language processing [21]. It is able to capture the intrinsic spatial part-whole relationship constituting domain invariant knowledge that bridges the knowledge gap between the source and target tasks. Zhao et al. [22] proposed a hybrid model for DDIE by combining bidirectional gated recurrent unit (Bi-GRU) and GCN, where Bi-GRU and GCN are used to automatically learn the sequential representation and syntactic graph representation, respectively. By extracting the SDP of the two drug entities and considering the advantage of Bi-GRU in capturing long-distance sequence information, the original statement is combined with the SDP information to obtain low-level sentence representations containing more sentence information. Aiming at the problem of long sentences and complex sentence structure in medical texts, inspired by the advantage of Bi-GRU and Capsule networks in natural language processing [22], a DDIE method is proposed based on BiGCN and Capsule networks. Compared with most of the deep learning based DDIE approaches, the proposed method does not heavily rely on the quality of input instance representation and does not require any linguistic knowledge. The main contributions are as follows:

A DDIE method is proposed. It is validated that the combination of Bi-GRU and Capsule networks does not require any linguistic knowledge to achieve state-of-the-art performance.

A lot of extensive experiments on a widely used dataset are conducted to show reasonable performance of capsule networks.

The rest of paper is arranged as follows. Section 2 introduces
the related works, including Bi-GRU and capsule networks. The novel model is described in detail in Section 3. The experiments and results are presented in Section 4. Section 5 summarized the paper and points out the future works.

RELATED WORKS

Bidirectional Gated Recurrent Unit

GRU is a variant of LSTM. Different from LSTM, it combines the forget gate and the input gate as a single update gate and adds the cell state and hidden state with other changes. It is simpler than the existing LSTM model and is a very popular variant, as shown in Figure 1. Bi-GRU, similar to bidirectional LSTM (Bi-LSTM), aims to learn the features from a sentence sequence whose outputs are later appended by GCN for DDIE. Its computations are divided into forward and reverse sequence information transmissions. Given a sentence, \( X = (x_1, x_2, \ldots, x_n) \), \( x_i \in \mathbb{R}^k \)

\[ x \] denotes the concatenating vector of the current word and position, and the input and output of GRN is described as follows,

\[
\begin{align*}
    i_t &= \sigma(W_{ix}x_t + W_{ih}h_{t-1} + b_i), \\
    f_t &= \sigma(W_{fx}x_t + W_{fh}h_{t-1} + b_f), \\
    g_t &= \tanh(W_{gx}x_t + W_{gh}(f_t \odot h_{t-1}) + b_g), \\
    h_t &= (1 - f_t) \odot g_t + f_t \odot h_{t-1}.
\end{align*}
\]

(1)

Where \( \sigma \) is a sigmoid activation function and \( b_i, b_f, b_g \) are the weight matrix and bias vector, respectively. \( x_t \) is the input word vector at time step \( t \) and \( h_t \) is the hidden state of the current time step \( t \), is an element-wise product. Suppose the output of the forward GRU and backward GRU are \( \tilde{h}_f \) and \( \tilde{h}_b \), then the Bi-GRU output is denoted as

\[
\tilde{h}_i = \left[ \tilde{h}_f; \tilde{h}_b \right]
\]

(2)

Capsule Network

Capsule is a vector that can contain any number of values, representing a feature of the object that needs to be recognized at the moment. Each value of the convolutional layer of traditional CNN is the result of the convolution operation completed by a region of the previous layer and the convolution kernel, i.e., the linear weighted sum. It has only one value, so it is a scalar. Each value of the capsule network is a vector to detect the presence of features, which can not only represent the features of the object, but also include the orientation, position, direction and state of the object. The length of capsules reflects the probability of the presence of different features and the direction of capsules reflects the detailed properties of the features. Information between the layers is transmitted via a dynamic routing mechanism.

A capsule contains three modules: representation module, probability module and reconstruction module, where representation module uses attention mechanism to build the capsule representation \( v_{c,i} \), probability module uses sigmoid function to predict the probability \( p_i \) of the capsule active state, and reconstruction module is developed from the capsule representation and its state probability by multiplying \( p_i \) and \( v_{c,i} \), i.e., \( r_{c,i} = p_i v_{c,i} \).

The capsule representation matches its attribute, and the state of one capsule is corresponding to the input instance. Then, the probability module based on the capsule representation will be the largest if the capsule sentiment fits the input instance. Reconstruction module is able to stand for the input instance representation if its state is ‘active’ (Figure 2). The parameters of capsule network are learned based on the aforementioned objectives, i.e., maximizing the state probability of capsule selected by ground truth sentiment, and minimizing the state probability of another capsule. In testing, a capsule state will be active if \( p_i \) is the largest among all capsules.

Figure 1: The architectures of LSTM and GRN.

Figure 2: The architecture of a single capsule.
COMBINING BI-GRN AND FOR CAPSULE NETWORK FOR DDIE

In this section, we introduce the DDIE method based on Bi-GRN and for capsule network. Its architecture is shown in Figure 3, consisting of five layers: (1) In the input layer, input three kinds of information into the model, i.e., word, part of speech (POS) and relative distances between a word and each candidate drug in an input sentence; (2) In the embedding layer, look up the pre-trained word embedding vector table to encode the above input into real-valued vectors, called embedding vectors; (3) In the input attention layer, to further process the corresponding type of embedding features of a sentence into specific sequential data, and to learn the high-level syntactic meaning of the whole sentence and pass outputs at the last time step to the next layer; (4) In Capsule layer, calculate the similarity matrices to generate the prediction vector from a child capsule $i$ to its parent capsule $j$; (5) In output layer, choose DDIs with top two probability meanwhile bigger than the threshold (empirically set the threshold 0.7) to perform DDI classification. The main layers are described in detail as follows.

The DDIE corpus contains thousands of XML files, where each is constructed by several records. For a sentence containing $n$ drugs, there are $C_n^2$ drug pairs. In DDIE, the set of text sentences for the single drug pair or multiple drug pairs (maximum two drug pairs in this paper) is denoted by $D$. Suppose there are $E$ predefined DDIs (including Mechanism, Effect, Advice, Int, and Negative) to extract. Formally, for each DDI $r$, the prediction type is denoted by $r = \{\text{Mechanism}, \text{Effect}, \text{Advice}, \text{Int}, \text{Negative}\}$ to extract. Formally, for each DDI $r$, the prediction type is denoted by $r$.

Input Representation: For each sentence $X$, the pretrained word embedding is employed to project each word token to the $d_w$-dimensional space, each drug is represented as three features: the word itself, part of speech and position. The position features are used as the combinations of the relative distances from the current word to $M$ drugs and encode these distances in $Md_p$-dimensional vectors, the POS feature is obtained by using the Stanford Parser to distinguish its semantic meaning [24].

Embedding: Each drug in the input sentence is mapped to a real-valued vector representation using an embedding matrix that is initialized with pre-trained embedding. Suppose $V_{k \times m_k}$ is the embedding table for the $k$-th feature group, $m_k$ is the dimensionality of the embedding vector, and $f_k$ is the number of features in the embedding table of a feature. Each embedding table is initialized either by a random process.

GRU: The hidden state $h_t$ in GRU denotes the representation of position $t$ while encoding the preceding contexts of the position by Eq. (2), the Bi-GRU output is denoted as $\tilde{h}_t = \frac{\tilde{h}_t^f + \tilde{h}_t^b}{2}$, where $\tilde{h}_t^f$ and $\tilde{h}_t^b$ are the output of the forward GRU and backward GRU. Then the instance representation, $v_t$, is the average of the hidden vectors obtained from GRU,

$$v_t = \frac{1}{N} \sum_{i=1}^{N} \tilde{h}_t^i$$

Where $N$ is the length of instance, e.g., number of words in a given sentence.

Capsule: Given the hidden vectors encoded by GRU, the attention mechanism is used to construct capsule representation with a single parameter inside a capsule, as follows,

$$e_{ij} = h_t w_{ij}, \quad a_{ij} = \frac{\exp(e_{ij})}{\sum_{j=1}^{N} \exp(e_{ij})}, \quad v_{ij} = \sum_{j=1}^{N} a_{ij} h_t$$

Where $h_t$ is the representation of word at position $t$, i.e., the hidden vector from GRU, and $W_{r,t}$ is the parameter of capsule $r$ for the attention layer, and $a_{ij}$ is the attention important score for each position.

In Eq. (4), $a_{ij}$ can be obtained by multiplying the representations with the weight matrix, and then normalizing to a probability distribution over the words $a_{ij} = \{a_{ij,1}, a_{ij,2}, \ldots, a_{ij,N}\}$.

The capsule representation vector $V_{c,t}$ is a weighted summation
over all the positions using the attention importance scores as weights.

After getting the capsule representation vector $\mathbf{v}_{c,i}$, the active state probability $p_i$ calculates by

$$p_i = \sigma(W_p x_i + b_p)$$  \hspace{1cm} (5)

Where $W_p$ and $b_p$ are the learning parameters for the active probability of the current capsule $i$, $\sigma$ is the sigmoid function.

The parameters $W_p$ and $b_p$ are learned through maximizing the state probability of capsule selected by ground truth sentiment and minimizing the state probability of another capsule. In testing, a capsule’s state will be active if $p_i$ is the largest among all capsules. The input instance is reconstructed by multiplying $\mathbf{v}_{c,i}$ and probability $p_i$.

$$r^*_{c,i} = p_i \mathbf{v}_{c,i}$$  \hspace{1cm} (6)

The probability module based on the capsule representation is the largest if the capsule sentiment fit the input instance, while the reconstruction module is developed from the capsule representation and its state probability, so the reconstruction representation can stand for the input instance representation if its state is active.

Finally, given drug pair $(e_1, e_2)$, the pretrained embedding of drugs and DDIs is adopted and calculated as follows,

$$r^*_k = \text{arg min}_k \| t - h - r_k \|$$  \hspace{1cm} (7)

Where $t, h$ are the embedding of drugs $e_1, e_2$ respectively, $r_k$ is the relation embedding.

DDI with the closest embedding to the drug embedding difference is the classified type.

From the above analysis, the steps of the GRUTC based DDIE methods are listed as follows,

1) Data pre-processing layer: pre-processing the data, mapping the data to the corresponding word vector and part-of-speech label vector after cleaning, spatial mapping, vector matrix, and then input to the BI-GRN layer;

2) BI-GRN layer: The processed data is input into the BI-GRN network for feature extraction.

Effect, Advise, and Int. Their statistics is shown in Table 1.

<table>
<thead>
<tr>
<th>Table 1: The statistics of DDI Extraction 2013.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DDI Type</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>positive</td>
</tr>
<tr>
<td>Effect</td>
</tr>
<tr>
<td>Mechanism</td>
</tr>
<tr>
<td>Advice</td>
</tr>
<tr>
<td>Int</td>
</tr>
<tr>
<td>Negative</td>
</tr>
</tbody>
</table>

3) Capsule layer: The primary Capsule module integrates the word feature and position feature into the primary Capsule, carries out the dynamic routing algorithm based on attention mechanism between capsules, and calculates and inputs the DDI classification layer through the feature clustering layer.

4) DDI classification layer: DDI classification was carried out based on the probability obtained with Capsule to get the final result.

EXPERIMENTS AND RESULTS

In this Section, the proposed DDIE method is evaluated on the DDI Extraction 2013 corpus database, and compared with a traditional DDIE approach and three deep learning methods: linear kernel approach (FLK) [9], CNN [11], syntax CNN (SCNN) [12] and LSTM [25]. Three official evaluation metrics F-Score (F), Precision (P) and Recall (R) are adopted to evaluate the effectiveness of the proposed model:

$$F = \frac{2 \times P \times R}{P + R}$$  \hspace{1cm} (8)

Where True Positive (TP) is number of DDIs when the candidate DDI matches the real DDI, False Positive (FP) is number of DDIs when the candidate DDI does not match the real DDI, and the number of False Negative (FN) is calculated by calculating the DDI not detected by the model.

Data

DDIExtraction 2013 corpus dataset was constructed from January to June 2013 and attracted much attention with a total of 14 teams from 7 different countries, where 6 teams participated in the drug name recognition tasks, while 8 teams participated in the DDI extraction tasks. The database consists of 1017 XML documents, including 784 texts selected from the Drug Bank database and 233 abstracts regarding to DDIs selected from the MEDLINE database [25]. It can be unloaded from http://www.cs.york.ac.uk/semeval-2013/task9/.

All drug pairs in each sentence were annotated manually as either no DDI or true DDI. The database is split into training and test instances provided by the sentences. It is a multi-classification task, annotated with five annotation types, namely Negative, Mechanism,
From Table 1, it is seen that the database is extremely unbalanced. That is to say, there are large negative samples. Many DDIE methods often suffer from the imbalanced class distribution problem, which will significantly affect their classification performance. It is known that filtering out the negative instances can improve the DDIE ability. Therefore, we filter out the negative instances on the entire dataset based on the predesigned rules [12], and the filtered statistics are also shown in Table 1.

According to the drug entity in the original statement, the drug pair of interaction is generated. For generalizing our model, the drug blind treatment is conducted, namely, the two drugs in pair are respectively replaced with “DRUG_1” and “DRUG_2” in turn by the filtering rules in [12], and all the other drugs in the same sentence are replaced by “DRUG_N” [11-15], where “DRUG_1” and “DRUG_2” represent the drug entity to judge the interaction relationship, and “DRUG_N” represents the unrelated drug entity.

Experimental Set
In the experiment, the DDIE experiments are conducted on Keras and TensorFlow 1.7.0 framework, including LSTM, Ubuntu 18.04 LTS as the operating system, 32G memory, Intel Core i5-4200U CPU @ 2.30 GHz, GPU GEFORCE GTX 1080ti, Ubuntu 14.0, the embedding of word and position is initialized randomly, and their embedding vector dimensions are set as 200 and 30, respectively, the hidden CNN, which essentially detects whether a feature is present in any position of the text or not but loses spatial feature information.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F-score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLK</td>
<td>--</td>
<td>--</td>
<td>67</td>
</tr>
<tr>
<td>CNN</td>
<td>75.29</td>
<td>60.37</td>
<td>67.01</td>
</tr>
<tr>
<td>SCNN</td>
<td>72.5</td>
<td>65.1</td>
<td>68.6</td>
</tr>
<tr>
<td>LSTM</td>
<td>71.5</td>
<td>70.8</td>
<td>71.11</td>
</tr>
</tbody>
</table>

Our model 73.85

CONCLUSION
DDIE has become a vital part of public health safety and extracting DDIs using text mining techniques from biomedical literature has received great attentions. However, this research is still at an early stage and its performance has much room to improve. In this paper, we proposed a novel DDIE approach based on Bi-GRU and capsule network. In the method, Bi-GRU can capture long distance information, capsule network can obtain the high-level information, and the shortest dependent path information can be used to enrich the statement information. The experimental results validate that this method is effective in extracting DDIs from complex medical texts. In the future work, we try to add attention mechanism to the original sentence information and the shortest dependency information, so as to improve the effect of the model. In view of the phenomenon that there are many negative cases in the common dataset, data enhancement and other operations can be considered in future work to balance the quantitative difference between different types of data.
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